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Session Objectives

◼ Identify variables and use them in a regression model

◼ Develop simple linear regression equations from sample data and 

interpret the slope and intercept

◼ Compute the coefficient of determination and the coefficient of 

correlation and interpret their meanings

◼ List the assumptions used in regression and use residual plots to 

identify problems

◼ Develop a multiple regression model and use it to predict

◼ Use dummy variables to model categorical data

◼ Determine which variables should be included in a multiple 

regression model

◼ Transform a nonlinear function into a linear one

◼ Understand and avoid common mistakes made in the use of 

regression analysis
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Goals Of Regression Analysis

• To determine if two or more variables 

are related and to what degree

• In situations where one variable 

precedes another in time, we maybe

able to use regression analysis to 

predict the value of one variable by 

knowing the value of the other variable

• What might be some business 

variables that are related ?



Regression and Decision Making

◼ Business (and personal) decisions are often based on the 

perceived relationship between two variables

◼ For example, a manager might decide how much to spend 

on advertising based on his believe about the relationship 

between advertising and sales revenue

◼ You might decide how much time to spend studying based 

on your believe about the relationship between study time 

and test grade

◼ You might spend the time and money to get a college 

degree based on your believe about the relationship 

between education and lifetime income
C



Regression Analysis Concepts

◼ Regression analysis can be used to quantify how 
variables are related or associated (or “covary” or are 
“correlated”)

◼ It may be the case that one variable’s (x) occurrence 
precedes the other variable’s occurrence (y) in time

◼ Regression analysis may allow us to predict the value of 
one variable based on the observed value of another

◼ But we must be careful to note that ‘correlation does 
not imply causality’

◼ Therefore, regression analysis alone cannot be used to 
conclude causality – that is, we cannot conclude from 
regression analysis alone that one variable’s outcome 
caused another variable’s outcome !

A



Relationship Between Variables 

◼ Let’s say that a professor at a college believes 
there is a relationship between the time that a 
student studies for an exam and that student’s 
exam score

◼ The first step that should be made is to 
develop a scatter plot - plotting the values of 
students’ reported study times and their exam 
scores to see if there appears to be a linear* 
relationship 

* We may ultimately discover that the relationship is not 
linear but curvilinear



Study Time vs. Exam Score
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There seems to be a linear 

relationship between study 

time and exam score.

?

http://www.youtube.com/watch?v=ocGEhiLwDVc&feature=results_video&playnext=1&list=PLCDF769BCD3F6A062


Scatter Plots in Excel

http://www.youtube.com/watch?v=-SeCPLC30_g


Completed Excel Scatter Chart
[ insert -> charts -> scatter (x,y) ]



The Linear Correlation Coefficient

◼ Although the scatter plot indicates that 
there is somewhat of a linear 
relationship between study time and 
exam score, we can use a more precise 
measure to quantify the degree of 
association

◼ The linear correlation coefficient (r)
measures the strength of the linear 
relationship between the metric values 
in the sample

◼ The linear correlation coefficient is also 
referred to as the Pearson product 
moment correlation coefficient after Karl 
Pearson, the person who developed this 
measure - Some just call it “Pearson’s r”



Pearson’s r

◼Pearson’s r measures the strength of 

the association between two variables

◼ Its value can be any number from -1 

(indicating a perfect, negative 

correlation) to +1 (indicating a perfect, 

positive correlation)

◼ See graphical examples on a following slide →

http://www.youtube.com/watch?v=TsKyWOZv7hE


Scatterplots of Relationships 

and r Values

http://www.youtube.com/watch?v=gb4qqX4uhYA


An example:

Let’s say this is the data set that 

contains 40 students’ reported 

study times and exam scores 

Let’s refer to study time as ‘x’ 

and exam score as ‘y’



The Calculation of r (Part 1)

Skipped 

rows

First, we calculate (x)(y), x2, and y2



n (xy) – (x)(y)

n (x2) – (x)2 * n(y2) – (y)2
r =

40 (380,809) – (4,354)(3,367)

40 (666,416) – (4,354)2 * n(286,001) – (3,367)2
r =

r = + .642

The Calculation of r (con’t)

r measures the strength of the association

Next, we calculate r - the (standardized) 

correlation coefficient



Interpreting r

◼The general rule is that the absolute 

value of r should be > .7 if it is to be 

considered significant

◼But the specific ‘significance’ criteria is 

related to sample size

◼The smaller the sample size, the 

larger r must be to be considered 

significant



Pearson’s r (correlation) in Excel

http://www.youtube.com/watch?v=s2TVkYmmCAs
http://www.youtube.com/watch?v=jpDzf7e6s78&feature=related


Using correlation function:



Result of function calculation:



Or Using the Pearson function:



Pizza Sales – What is the R value ?

Copyright – Dan Brandon

Independent variable ? 

Draw a scatter plot also…



Wait….

◼?
Don’t look ahead, until 

you have your answer !



Pizza Sales (con’t)

Copyright – Dan Brandon
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Simple Linear Regression

◼ Simple Linear Regression (SLR) allows us to 
explain and possibly predict the effect of one 
variable upon another

◼ For example one might want to analyze the 
effect of local unemployment rate on the local 
crime rate

◼ In this example the local crime rate is called 
the “dependent” variable (it depends on the 
other), and the unemployment rate is called 
the independent variable

◼ “Simple” means there is only one 
independent variable that will be considered



Independent & Dependent Variables

◼ The variable to be predicted is called the 

dependent variable

◼ Sometimes called the response variable

◼ The value of this variable depends on the 

value of the independent variable

◼ Sometimes called the explanatory or predictor 

variable

Independent 

variable

Dependent 

variable

Independent 

variable
=                                  +



Sales and Advertising Data for Appeglo

What is the independent variable, the dependent variable?

http://images.google.com/imgres?imgurl=http://www.yankodesign.com/images/design_news/2008/08/15/iphone_grow2.jpg&imgrefurl=http://www.yankodesign.com/2008/08/15/wanna-see-my-apple-glow/&usg=__vlUHEgDo5nHgdtHPjpUwJq63VYc=&h=338&w=468&sz=22&hl=en&start=7&itbs=1&tbnid=bmICfPSEcpvrAM:&tbnh=92&tbnw=128&prev=/images?q%3Dapple%2Bglow%26hl%3Den%26gbv%3D2%26tbs%3Disch:1
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SLR Questions

◼ Business questions:
◼ What is the relationship between 

advertising expenditure and sales ?

◼ How much can we increase sales by a 
certain increase in advertising budget ?

◼ How confident are we in our above 
estimate ?

◼ Here the dependent variable is sales 
and the independent variable is the 
advertising budget (sales depends 
upon advertising)

http://images.google.com/imgres?imgurl=http://rlv.zcache.com/think_linear_linear_regression_tshirt-p235468059670830520q6vb_400.jpg&imgrefurl=http://www.zazzle.com/think_linear_linear_regression_tshirt-235468059670830520&usg=__xEgqZVJynfmSva8Q5QjNg723NO4=&h=400&w=400&sz=29&hl=en&start=37&itbs=1&tbnid=OA0Mi-EF6wk_iM:&tbnh=124&tbnw=124&prev=/images?q%3Dlinear%2Bregression%26start%3D21%26hl%3Den%26sa%3DN%26gbv%3D2%26ndsp%3D21%26tbs%3Disch:1


“Scatter Plot” of Sales versus Advertising



Simple Linear Regression

◼ True values for the slope and intercept are not 
known so they are estimated using sample data

XbbY 10 +=ˆ

where

Y = dependent variable (response)

X = independent variable (predictor or explanatory)

b0 = intercept (value of Y when X = 0)

b1 = slope of the regression line

^





Prediction Formula

◼ The “prediction formula” here is:

◼ Sales = 13.82 + 48.6 * Advertising

◼ Thus a dollar of advertising adds $48.60 of sales

◼ We would have 13.82 million in sales even if we did not 
advertise

◼ The best fit regression line is the one that minimizes the 
sum of the distances of the data points from that line

◼ Or minimizes the sum of the squares of the difference 
between the dependent variable sample values (yi) and 
the predicted value using the equation of the line

◼ This formula is called the SSerror  or “SSE”



All material, both content and format contained herein including the 

slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Example: Study Time

Recall our data on the 

‘studyTime’ worksheet 

http://www.cbu.edu/~dbrandon/695_MM/Video-19c-F.wmv


Coefficients of the Regression Line

◼ The regression formulas for the coefficients are 

shown below, and we use the sample data to 

derive estimates of 0 and 1 (see appendix for 

full derivation):

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the

property of and copyright by Dr. Dan Brandon. Memphis TN USA



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

The coefficients can 

be calculated 

‘manually’ in Excel

Follow along these 

next slides to see

Calculating the coefficients of the regression line

G

http://www.cbu.edu/~dbrandon/695_MM/Video-19c-G.wmv


All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (x), the overall 

average study time:

B45: = average(B5:B44)

Calculating the coefficients of the regression line

Rows 

hidden



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (y), the overall 

average test score:

C45: = average(C5:C44)

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (xi - x) for the first 

observation in the data set:

D5: =B5 - $B$45

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Copy the formula in D5 down to D44 to 

calculate (xi - x) for the remaining 

observations in the data set

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (yi - y) for the first 

observation in the data set:

E5: =C5 - $C$45

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Copy the formula in E5 down to E44 to 

calculate (yi - y) for the remaining 

observations in the data set

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (xi - x) (yi - y) for the first 

observation in the data set:

F5: =D5 * E5

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Copy the formula in F5 down to F44 to 

calculate (xi - x) (yi - y) for the 

remaining observations in the data set

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (xi - x)2 for the first 

observation in the data set:

G5: =D5 * D5

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Copy the formula in G5 down to G44 to 

calculate (xi - x)2 for the remaining 

observations in the data set

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (xi - x) (yi - y):

F45: =SUM(F5:F44)

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Calculate (xi - x)2:

G45: =SUM(G5:G44)

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Calculate 1:

D47: =F45 / G45

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and 

copyright by Dr. Dan Brandon. Memphis TN USA

Calculate 0:

D49: =C45 – (D47 * B45)

Calculating the coefficients of the regression line



All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of 

and copyright by Dr. Dan Brandon. Memphis TN USA

Write the regression equation:

D51: ŷ = 76.08 + .0743x

Calculating the coefficients of the regression line



Measuring the Fit 

of the Regression Model

◼ Regression models can be developed for any 
variables X and Y

◼ How do we know that the model is actually 
helpful in predicting Y based on X?

◼ Three measures of variability are

◼ SST – Total variability about the mean

◼ SSE – Variability about the regression line

◼ SSR – Total variability that is explained by 
the model 



Fit of the Regression Model (con’t)

◼ Sum of the squares total (actual minus average, Y bar is 
overall average) 

2
)( −= YYSST

◼ Sum of the squared error (actual minus model)

  −== 22
)ˆ( YYeSSE

◼ Sum of squares due to regression (model minus overall average)

 −= 2
)ˆ( YYSSR

◼ An important relationship

SSESSRSST +=



Coefficient of Determination

◼The proportion of the variability in Y

explained by regression equation is called 

the coefficient of determination

◼The coefficient of determination is r2, 

which is between zero and 1

◼A smaller SSE/SST ratio yields a larger r2

SST

SSE

SST

SSR
r −== 12
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Coefficient of Determination 

(con’t)
◼ It is a measure of the 

overall quality of the 

regression

◼ r2 (or R2) takes on values 

between 0 and 1; it is a 

ratio of that portion of the 

dependent variable’s 

variation that is explained 

by the fitted model

◼ R2 is pearson’s r squared





Assumptions of the Regression Model

1. Errors are independent

2. Errors are normally distributed

3. Errors have a mean of zero

4. Errors have a constant variance

◼ If we make certain assumptions about the errors in a 
regression model, we can perform statistical tests to 
determine if the model is useful 

◼ A plot of the residuals (errors) will often highlight any 
glaring violations of the assumptions



Residual Plots 

◼A random plot of residuals

E
rr

o
r

X

This is the type of random pattern we want to see for a good linear model.



Residual Plots (con’t)

◼Nonconstant error variance

E
rr

o
r

X



Non Linear Residual Plot 
E

rr
o
r

X



Does the western conference NBA team with the 

largest salary cap win more games?

Team Win % 03-04 Salary Cap

Timberwolves 70.7 72

Lakers 68.3 66

Spurs 69.5 47

Kings 67.1 70

Mavericks 63.4 79

Grizzlies 61.0 58

Rockets 54.9 52

Nuggets 52.4 36

Jazz 51.2 28

Trailblazers 50.0 84

Warriors 45.1 52

Supersonics 45.1 51

Suns 35.4 65

Clippers 34.1 38

How is the NBA salary cap determined ?



NBA Salary Cap

◼ This is the limit to the total amount of money that National Basketball 

Association teams are allowed to pay their players

◼ It is defined by the league's collective bargaining agreement (CBA), 

and is subject to a complex system of rules and exceptions and as 

such is considered a "soft" cap

◼ The actual amount of the salary cap varies on a year-to-year basis, 

and is calculated as a percentage of the league's revenue from the 

previous season

◼ Like many professional sports leagues, the NBA has a salary cap to 

control cost and foster team equality

◼ The maximum amount of money a player can sign for is based on the 

number of years that player has played and the total of the salary cap; for 

example, the maximum salary of a player with 6 or fewer years of experience 

is either $9,000,000 or 25% of the total salary cap (2013–14: $14,670,000), 

whichever is greater; however there are many types of “exceptions”

Copyright – Dan Brandon

http://en.wikipedia.org/wiki/National_Basketball_Association
http://en.wikipedia.org/wiki/NBA_Collective_Bargaining_Agreement
http://en.wikipedia.org/wiki/Salary_cap
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Salary Cap vs Win %

Western Conference 03-04 Data

y = 0.2618x + 39.948

R
2
 = 0.1259
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Analysis of Trendline

◼The prediction or “trendline” formula is:

◼ Wins = 0.2618 * Salary + 39.948

◼ So for about every 10 million of salary cap, 

the team will win 2.6% more games

The teams would win about 40% of their 

games if the players played for free ???
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Determination Coefficient Analysis

◼R2 =  0.1259

◼ This is the measure of the overall quality of the 

linear regression

◼ This value is between 0 and 1

◼ Here it is closer to zero, so as to suggest that 

there is not a very good correlation between 

salary and win%



65

Multiple Linear Regression

◼ SLR only involves one independent variable

◼ When there is more than one independent 

variable, then the analysis becomes more 

complicated

◼ The concepts are the same, except we are 

working in multi-dimensional space instead of 

just two dimensions

◼ Y = b0 + b1*X1 + b2*X2 + … + bn*Xn

◼ For our advertising example here, there may be 

other factors influencing sales values in 

addition to advertising expenditures
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Multiple Independent Variables

What are the independent and dependent variables ?
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Minimize the Sum of the Residual Squares

◼ Choosing the coefficients (b0 …bn) to 

minimize the sum of the residual squares 

gives us the prediction formula

◼ The prediction formula here is:

◼ Sales = 65.705 + (48.979 * Advertising) +  

(59.654 * Promotions) - (1.838 * 

CompetitorSales)

http://www.google.com/url?sa=i&rct=j&q=sales&source=images&cd=&cad=rja&docid=Cv8wLA3K1XDjaM&tbnid=itFGa_7tAbUy4M:&ved=0CAUQjRw&url=http://businessgross.com/2012/12/26/boosting-sales/&ei=WHgeUqlsgqvbBaHVgJAK&bvm=bv.51156542,d.b2I&psig=AFQjCNE1RFt0cJB_v9XqBMY_mgRFC-PWqg&ust=1377814977652582


Typical MLR Tool Output

http://www.google.com/url?sa=i&rct=j&q=marketing&source=images&cd=&cad=rja&docid=c15bWp5G6RZeVM&tbnid=KawS2tSVkJ9-fM:&ved=0CAUQjRw&url=http://www.salestraininganddevelopment.com/marketing-and-sales.html&ei=dHkeUoakFKaF2gXo9oGABw&bvm=bv.51156542,d.b2I&psig=AFQjCNE0EEx3oBjsEmCglClGqxOdmunQsQ&ust=1377815217308127


Typical MLR Tool Output (con’t)

http://www.google.com/url?sa=i&rct=j&q=marketing&source=images&cd=&cad=rja&docid=HlMA_k-T0x2DIM&tbnid=330KaS62GULj4M:&ved=0CAUQjRw&url=http://thecampuscareercoach.com/2013/03/15/what-is-the-right-career-path-for-someone-majoring-in-marketing/&ei=RXkeUqKSHqW-2QX7uIFY&bvm=bv.51156542,d.b2I&psig=AFQjCNE0EEx3oBjsEmCglClGqxOdmunQsQ&ust=1377815217308127
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Adjusted R Squared

◼ The formula for R squared is:

◼ R2 =  1 – (variation not accounted for/total variation)

◼ R2 = 1 – (SSerror/SStotal)

◼ The Adjusted R Squared adjusts for the degrees of 

freedom in the model, and penalizes an unnecessarily 

complex model (too many independent variables)

◼ The formula is 

◼ aR2 = 1 – (SSerror/dferror)/(SStotal/dftotal)

◼ Where dferror is the degree of freedom [n-1-k]

◼ And dftotal is total degrees of freedom [n-1]



Testing the Model for Significance

◼ When the sample size is too 

small, you can get good 

values for MSE and r2 even if 

there is no relationship 

between the variables

◼ Testing the model for 

significance helps determine 

if the values are meaningful

◼ We do this by performing a 

statistical hypothesis test



Testing the Model for Significance 

(con’t)
◼ The overall significance is checked by performing an F-

test, with the null hypothesis being that all the slopes 

are zero

◼ When F is large then the significance is small and 

the overall model is good

◼ We can also do a hypothesis test for each slope 

(variable) using a t-test

◼ When the p-value is small, then there is a strong 

relationship for that variable

◼ For simple linear regression, the F test and t-test give 

the same results

Copyright – Dan Brandon



Testing the Model for Significance (con’t)

◼ The F statistic is based on the MSE and MSR

k

SSR
MSR =

where
k = number of independent variables in the model

◼ The F statistic is 

MSE

MSR
F =

◼ This describes an F distribution with

degrees of freedom for the numerator = df1 = k

degrees of freedom for the denominator = df2 = n – k – 1



Testing the Model for Significance (con’t)

Copyright – Dan Brandon



Testing the Model for Significance 

(con’t)

◼ Looking at the coefficients (slopes), can 

we tell which independent variables are 

the most influential ?

Copyright – Dan Brandon



Multicollinearity

◼ Multicollinearity is a statistical phenomenon in which 

two or more predictor variables in a multiple 

regression model are highly correlated

◼ In this situation the coefficient estimates may change 

erratically in response to small changes in the model 

or the data

◼ Multicollinearity does not reduce the predictive power 

or reliability of the model as a whole – the overall F 

test is still valid

◼ It only affects calculations regarding individual 

predictors (independent variables)

Copyright – Dan Brandon



Singularity

◼ Singularity is the extreme form of 

multicollinearity - when a near perfect linear 

relationship exists between variables

◼ Such absolute multicollinearity could arise 

when independent variables are linearly related 

in their definition

◼ A simple example: two variables "height in 

centimeters" and "height in inches" are 

included in the regression model 

Copyright – Dan Brandon

http://www.statistics.com/resources/glossary/m/mcollin.php
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Matrix Solution of MLR

◼ To perform MLR, a matrix formulation and 
solution is normally used

◼ b = (X'X) -1 X'y 
◼ where X is a matrix of the data values for the 

independent variables, y is a vector of the values 
of the dependent variable, b is the solution vector 
(weighting parameters), -1 denotes the matrix 
inverse, and ' denotes the transpose of the matrix. 

◼ Numerically it is not efficient for large models to 
directly calculate matrix inverses, so other numerical 
techniques are used such as Gauss, Householder, 
etc.

◼ “Sparse Matrix” techniques are also used for large 
regression problems
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MLR in Excel

◼ Install the “Analysis ToolPak” if not already 

installed

◼ Excel 2003: Tools…Add-ins…Analysis 

ToolPak

◼ Excel 2007/2010+: Office Button (File in 

2010)…Excel Options…Add-ins…Analysis 

ToolPak

◼ Enter dependent and independent variable 

data (see next slide)

◼ Tools…Data Analysis…Regression



Office Button → Excel Options



Add-Ins



Analysis ToolPak → Go



Add In Selections



Check-off Options → Ok



Data Tab → Analysis



Study Time Model Using Excel

I



Regression in Excel (con’t)

http://www.youtube.com/watch?v=nFj7nAeGlLk


Coefficients: Intercept & Slope



Regression in Excel (con’t)
[F and p-value are the same for SLR]



Dimensions of Regression 

Coefficients

◼ The units of the intercept are the same units as 

the dependent variable

◼ The units of the coefficients for the independent 

variables are the dependent variable units 

divided by the independent variable units

◼ For example in the relationship between house 

price in dollars (dependent variable) and house 

square footage (independent variable):

◼ The intercept is in dollars

◼ The slope is in dollars per square foot 



◼For our example here of study time (in 

minutes) versus exam score (in %):

◼ What are the units of the intercept ?

◼ What are the units of the slope ?

http://www.google.com/url?sa=i&rct=j&q=exam&source=images&cd=&cad=rja&docid=c5y2zLFJviPLOM&tbnid=cR3V4P88rUX3hM:&ved=0CAUQjRw&url=http://interhacker.wordpress.com/2013/01/08/the-arabic-exam/&ei=v4LcUbP6PIW28wSvqIDIDA&bvm=bv.48705608,d.aWM&psig=AFQjCNG1NERqA6oIIK02DhE4hFpmU9bK-w&ust=1373492263021457


Wait….

◼?
Don’t look ahead, until 

you have your answer !



◼For our example here of study time (in 

minutes) versus exam score (points):

◼Units of the intercept  - points

◼Units of the slope  - points/min

http://www.google.com/url?sa=i&rct=j&q=exam&source=images&cd=&cad=rja&docid=c5y2zLFJviPLOM&tbnid=cR3V4P88rUX3hM:&ved=0CAUQjRw&url=http://blog.ipfactor.co.il/category/israel-patent/&ei=V4PcUd_OKYnM9gTN1oCYDQ&bvm=bv.48705608,d.aWM&psig=AFQjCNG1NERqA6oIIK02DhE4hFpmU9bK-w&ust=1373492263021457


Using The Regression Equation For 

Prediction

◼ If you wanted to predict what your exam 
score would be if you studied for 90 minutes:

ŷ =  76.072 + .0743(90)

ŷ =  82.7

◼ You can expect to get an 82.7% on the exam 
if you study for 90 minutes

◼ The regression equation is supposed to 
improve our ability to predict an outcome 
value (exam score) because we know the 
value of the related variable (study time)



MLR in Excel - Sales Data Set



Regression

Note that if you include the labels (Y, X1, X2, X3) in the range, you must check the 

labels box.
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Options

◼ Residuals is the difference between the 
observed value and the fitted value

◼ Standardized residuals are scaled to be invariant 
to the scale of the independent variable; for a 
good fit (no “outliers”) they should all be between 
3 and -3

◼ Residual plots allow one to visually check the fit 
and see if they are random or have some 
pattern; if not random then the MLR model is not 
appropriate

◼ The Normal Probability Plot is used to check the 
normality assumption of the error term; there should be 
an even spread of data on either side of the 50% mark



Excel Output
[F and p-values are different for MLR]



Residual Plots



Pizza Sales – What is the 

regression formula ?
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Wait….

◼?
Don’t look ahead, until 

you have your answer !
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Y(sales) = 60 + 5*X(size)



Excel Intercept and Slope Functions
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Using QM

[need to go into “forecasting”]
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Using QM (con’t)
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Using QM (con’t)

Copyright – Dan Brandon



Using QM (con’t)
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Using QM (con’t)
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Using QM (con’t)
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Binary or Dummy Variables

◼ Binary (or dummy or indicator) variables 
are special variables created for qualitative 
data (nominal or ordinal)

◼ A dummy variable is assigned a value of 1 
if a particular condition is met and a value 
of 0 otherwise

◼ The number of dummy variables must 
equal one less than the number of 
categories of the qualitative variable



Realty Example

◼ In a model for house values, a regression model may have 
independent variables for square footage (X1) and number of 
bedrooms (X2)

◼ A better model could possibly be developed if information about 
the condition of the property was included:

X3 = 1 if house is in excellent condition

= 0 otherwise

X4 = 1 if house is in mint condition

= 0 otherwise

◼ Two dummy variables can be used to describe the three 
categories of condition (good, excellent, mint)

◼ No variable is needed for “good” condition since if both X3 and X4

= 0, the house must be in good condition
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Transformation of Data

◼Some non-linear data may be 

transformed into related linear data by 

applying a function to one or more 

independent variables:

◼Log function

◼Square root

◼Power function

◼Exponential



Transformation Example

◼ Engineers want to use regression analysis to improve fuel 
efficiency

◼ They have been asked to study the impact of weight on miles 
per gallon (MPG) 

MPG
WEIGHT 

(1,000 LBS.) MPG
WEIGHT 

(1,000 LBS.)

12 4.58 20 3.18

13 4.66 23 2.68

15 4.02 24 2.65

18 2.53 33 1.70

19 3.09 36 1.95

19 3.11 42 1.92



Transformation Example (con’t)

45 –

40 –

35 –

30 –

25 –

20 –

15 –

10 –

5 –

0 – | | | | |

1.00 2.00 3.00 4.00 5.00

M
P

G

Weight (1,000 lb.)

⚫

⚫

⚫

⚫
⚫

⚫
⚫

⚫

⚫

⚫
⚫

Linear model

110 XbbY +=ˆ



Transformation Example (con’t)

◼ A useful model with a small F-test for 
significance and a good r2 value



Transformation Example (con’t)

◼ What is a more likely relationship between 

MPG and weight ?

◼ Between the power needed to move an 

object of some weight ?

◼ Need force to accelerate an object (F=MA) 

and need force to overcome friction (F=Mg)

Copyright – Dan Brandon

http://www.google.com/url?sa=i&rct=j&q=force+and+motion&source=images&cd=&cad=rja&docid=ein80WUsyecrMM&tbnid=gOBm0uZK8H_xBM:&ved=0CAUQjRw&url=http://ffden-2.phys.uaf.edu/211_fall2002.web.dir/ben_townsend/staticandkineticfriction.htm&ei=iX8eUpn3EYKs2QXzhoGQAw&bvm=bv.51156542,d.aWM&psig=AFQjCNEIkuZsXygVaqdKz2B-fuwMgpgcoA&ust=1377816827202957


Transformation Example (con’t)

45 –

40 –

35 –

30 –

25 –

20 –

15 –

10 –

5 –

0 – | | | | |

1.00 2.00 3.00 4.00 5.00

M
P

G

Weight (1,000 lb.)

⚫

⚫

⚫

⚫
⚫

⚫
⚫

⚫

⚫

⚫
⚫

Quadratic relationship
2

210 weightweight )()(MPG bbb ++=



Transformation Example (con’t)

◼ The nonlinear model is a quadratic model

◼ The easiest way to work with this model is to 
develop a new variable

2

2 weight)(=X

◼ This gives us a model that can be solved with 
linear regression software

22110 XbXbbY ++=ˆ



Transformation Example (con’t)

◼ A better model with a smaller F-test for significance and 
a larger adjusted r2 value

21 43230879 XXY ...ˆ +−=
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Stepwise MLR

◼ Brings variables into 

the regression one at a 

time to determine 

which variables have 

the most impact and 

which variables are 

really necessary

◼ Uses adjusted R 

squared to judge 

“improvement”

◼ Can also investigate 

variable relationships



Regression Pitfalls

◼ If the assumptions are not met, the statistical test may not be valid

◼ Correlation does not necessarily mean causation

◼ Multicollinearity makes interpreting coefficients problematic, but the 

model may still be good

◼ Using a regression model beyond the range of X is questionable, 

the relationship may not hold outside the sample data

◼ A linear relationship may not be the best relationship, even if the F-

test returns an acceptable value

◼ A nonlinear relationship can exist even if a linear relationship does 

not

◼ Just because a relationship is statistically significant doesn't mean it 

has any practical value
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Homework

◼Textbook Chapter 4

◼Quiz on these slides and Chapter 4

◼Questions to be answered: 1, 2, 3, 5  
from Chapter 4

◼Project Two →
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Project 2

◼ Betty Byte lives in a 4br/2.5ba 2900 sq ft house 
on .6 acres

◼ She has obtained recent sales data on 
comparable houses in her subdivision (shown 
on the next slide)

◼ She is considering adding another bath to her 
house which would be 300 sq ft

◼ What is the most she should spend on adding 
that extra bath ?
◼ Use MLR to find the relevant value formula and 

how much adding one bath at 300 sq ft to her 
house would increase the value of her house
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Project  (con’t)



Regression Derivation
[Khan Academy Videos for Detailed Derivation]

J

http://www.khanacademy.org/video/squared-error-of-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-1--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof-part-2-minimizing-squared-error-to-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-3--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-4--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/regression-line-example?playlist=Statistics
http://www.khanacademy.org/video/r-squared-or-coefficient-of-determination?playlist=Statistics
http://www.khanacademy.org/video/second-regression-example?playlist=Statistics
http://www.khanacademy.org/video/calculating-r-squared?playlist=Statistics
http://www.khanacademy.org/video/covariance-and-the-regression-line?playlist=Statistics

