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Session Objectives

|dentify variables and use them in a regression model

Develop simple linear regression equations from sample data and
Interpret the slope and intercept

Compute the coefficient of determination and the coefficient of
correlation and interpret their meanings

List the assumptions used in regression and use residual plots to
identify problems

Develop a multiple regression model and use it to predict
Use dummy variables to model categorical data

Determine which variables should be included in a multiple
regression model

Transform a nonlinear function into a linear one

Understand and avoid common mistakes made in the use of
regression analysis
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Goals Of Regression Analysis

To determine If two or more variables
are related and to what degree

In situations where one variable
precedes another in time, we maybe
able to use regression analysis to
predict the value of one variable by
knowing the value of the other variable

What might be some business
variables that are related ?




Regression and Decision Making

Business (and personal) decisions are often based on the
perceived relationship between two variables

For example, a manager might decide how much to spend
on advertising based on his believe about the relationship
between advertising and sales revenue

You might decide how much time to spend studying based
on your believe about the relationship between study time
and test grade

You might spend the time and money to get a college
degree based on your believe about the relationship
between education and lifetime income




Regression Analysis Concepts

Regression analysis can be used to quantify how
variables are related or associated (or “covary” or are
“correlated”)

It may be the case that one variable’s (x) occurrence
precedes the other variable’s occurrence (y) in time

Regression analysis may allow us to predict the value of
one variable based on the observed value of another

But we must be careful to note that ‘correlation does
not imply causality’

Therefore, regression analysis alone cannot be used to
conclude causality — that is, we cannot conclude from
regression analysis alone that one variable’s outcome
caused another variable’s outcome !




Relationship Between Variables

Let's say that a professor at a college believes
there is a relationship between the time that a
student studies for an exam and that student’s
exam score

The first step that should be made is to
develop a scatter plot - plotting the values of
students’ reported study times and their exam
scores to see If there appears to be a linear*
relationship

*We may ultimately discover that the relationship is not
linear but curvilinear
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http://www.youtube.com/watch?v=ocGEhiLwDVc&feature=results_video&playnext=1&list=PLCDF769BCD3F6A062



http://www.youtube.com/watch?v=-SeCPLC30_g

Completed Excel Scatter Chart

[ Insert -> charts -> scatter (X,y) ]
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The Linear Correlation Coefficient

Although the scatter plot indicates that
there is somewhat of a linear
relationship between study time and :
exam score, we can use a more precise j
measure to quantify the degree of
association

The linear correlation coefficient (r)
measures the strength of the linear
relationship between the metric values
In the sample

The linear correlation coefficient is also
referred to as the Pearson product
moment correlation coefficient after Karl
Pearson, the person who developed this
measure - Some just call it “Pearson’s r”




Pearson’s r

Pearson’s r measures the strength of
the association between two variables

Its value can be any number from -1
(Indicating a perfect, negative
correlation) to +1 (indicating a perfect,
positive correlation)

= See graphical examples on a following slide -


http://www.youtube.com/watch?v=TsKyWOZv7hE
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http://www.youtube.com/watch?v=gb4qqX4uhYA

An example:

e | Let’s say this is the data set that
o ——— contains 40 students’ reported
= 7w = study times and exam scores
S ——— Let’s refer to study time as X’

B ——— and exam score as ‘y’

ﬂfaata\ﬁew ,{‘%ariable Vie:\?f




The Calculation of r (Part 1)

First, we calculate Z(x)(y), Zx?, and Xy~

Measuring the Association
between study time and exam score

StudyTime  Exam Score
in Minutes as Percentage

(x) (v) (X) * (y) X’ Y

&18)] 518 A 100 A RO 7225
Skipped A5 510 2 B0 225 G 00
rows 200 Bl 16 800 A0 000 FRilsEls

210 100 27,000 A4 1000 10000

4 354 3,367 350,804 GGG 416 256,001




The Calculation of r (con’t)

Next, we calculate r - the (standardized)
correlation coefficient

— _ N (ZXy) — (ZX)(ZY)
Vn (2x2) — (2X)2 * Yn(Zy?) — (Zy)?

_ 40 (380,809) — (4,354)(3,367)

V40 (666,416) — (4,354) * \n(286,001) — (3,367)2

=+ .642 rmeasures the strength of the association



Interpreting r

The general rule Is that the absolute
value of r should be > .7 if it Is to be
considered significant

But the specific ‘significance’ criteria is
related to sample size
m The smaller the sample size, the

larger r must be to be considered
significant



Pearson’s r (correlation) in Excel
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esult of function calculation:
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Or Using the Pearson function:
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Pizza Sales — \What is the R value ?

A B C |
1 PizzaStore CampusSize Sales
2 1 2 28
3 2 o] 105
4 3 8 88
g 4 8 118
6 5 12 117
7 G 16 137
8 7 20 157
g 8 20 169
10 9 22 149
11 10 26 202

Independent variable ?
Draw a scatter plot also...

Copyright — Dan Brandon



Wait....

Don’t look ahead, until
you have your answer !



Pizza Sales (con’t)

B17 - Joe | =CORREL{B2:B11,C2:C11)
A | B 1T e | b | E |1 F T @ 1 H ]
1 PizzaStore CampusSize Sales
2 1 2 58
3 2 (5] 105
4 3 5] 88
5 4 5] 118
6 5 12 117
7 ] 16 137
8 7 20 157
g9 5] 20 169 Sales
10 g 22 149 250
1 10 26 202
12
13 200 e
14 .
15
1b 150 *
17 R= 0.950122955 *
18 * *
19 100 +
20 *
21
22 50 *
23
24
25
26 o : ; ;
27 o 5 10 15
28

Copyright — Dan Brandon



Simple Linear Regression

24

Simple Linear Regression (SLR) allows us to
explain and possibly predict the effect of one
variable upon another

For example one might want to analyze the
effect of local unemployment rate on the local
crime rate

In this example the local crime rate is called
the “dependent” variable (it depends on the
other), and the unemployment rate is called
the independent variable

“Simple” means there is only one |
Independent variable that will be considered



Independent & Dependent Variables

The variable to be predicted is called the
dependent variable
= Sometimes called the response variable

The value of this variable depends on the
value of the independent variable

= Sometimes called the explanatory or predictor
variable

_ | Independent | | Independent
variable variable

X




Sales and Advertising Data for Appeglo
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What is the independent variable, the dependent variable?
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SLR Questions

Business questions:

= What is the relationship between
advertising expenditure and sales ?

= How much can we increase sales by a
certain increase In advertising budget ?

= How confident are we in our above
estimate ?

Here the dependent variable is sales

and the independent variable is the

advertising budget (sales depends

upon advertising)

27
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“Scatter Plot” of Sales versus Advertising
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Simple Linear Regression

= True values for the slope and intercept are not
known so they are estimated using sample data

Y =b, +b X

where

Y = dependent variable (response)

X = independent variable (predictor or explanatory)
b, = intercept (value of Y when X = 0)

b, = slope of the regression line




How do we choose the line that “best” fits the data?

Fir=tWear=alk=aM]

Bl

A
'|.'I'la. "r"J

Slope b, = 48.60

[
Advertsing Expenditures (M)

Best choices:
b, =13.82
b, = 48,60



Prediction Formula

The “prediction formula” here is:

= Sales = 13.82 + 48.6 * Advertising
Thus a dollar of advertising adds $48.60 of sales

We would have 13.82 million in sales even if we did not
advertise

The best fit regression line is the one that minimizes the
sum of the distances of the data points from that line

Or minimizes the sum of the squares of the difference
between the dependent variable sample values (y;) and
the predicted value using the equation of the line

= This formula is called the SS_,,,, or “SSE”




Example: Study Time

a | B | <] | =] | E
1 |Student StudyTimeMin ExamScore
Recall h HE
ecall our data on the EX 2 s s0
4| 3 50 83
¢ " y 5 | 4 75 20
studyTime’ worksheet sl s s
| 7 | & 180 94
8 | 7 240 20
9 | 8 45 84
10 | 2 30 70
| 11 | 10 20 23
| 12 | 11 120 20
13 | 12 180 20
14 | 13 210 20
15 | 14 240 92
16 15 20 89
| 17 | 18 75 77
18 | 17 20 80
19 | 18 120 85
|20 | 19 240 95
| 21 | 20 270 94
| 22 | 21 15 68
23 | 22 30 75
| 24 | 23 45 85
| 25 | 24 20 289
| 26 | 25 75 73
| 27 | 26 60 78
| 25 | 27 60 T4
|29 | 28 120 84
K 29 45 80
= 30 30 84
3z | 31 75 70
| 33 | 32 20 95
N 33 150 97
| 35 | 34 129 86
| 36 | 35 75 84
|37 | 36 60 70
|38 | 37 45 82
K 38 180 80
a0 | 39 200 84
41 | 40 210 100
4z

All material, both content and format contained herein including the
slide notes but except for the textbook exhibits are the property of and
copyright by Dr. Dan Brandon. Memphis TN USA


http://www.cbu.edu/~dbrandon/695_MM/Video-19c-F.wmv

Coefficients of the Regression Line

The regression formulas for the coefficients are
shown below, and we use the sample data to

derive estimates of 3, and 3, (see appendix for
full derivation):

b = Z(x; -X)(y; - Y)

bo =y_b1f

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the
property of and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

@Eile Edit Wiew Insert Format Tools Data  Window Help The Coeﬁicients Can
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A B c D E F G Ho| -
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2 Simple Linear Regression
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3 Time Score

4 Student; Xi Vi ®i-%) | Wiy -0Wi-Y) (-0 FO”OW along these
1 60 85 7

: 2 & e next slides to see
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2 et -
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32

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA
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Calculating the coefficients of the regression line

@] File Edit Wiew Insert Format Tools Data  Window Help CaICUIate 6()’ the Overa”

= W E - )
average study time:
TTEST v X o A& =AVERAGE(BS5:B44)
& B | C D
1 Using Regression to explain and predict exal - - ( . )
2 Simple Linear Regressiol B45 - ave rage BS - B44
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4 Student; Xi Yi Xi-%) | iy Ki-Xi-Y) X%
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7 3 50 83
g 4 75 90
9 5 120 78
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—_ A , lnumberz], ..
47 B1 = Z(Xi - XNYi =Y T 20K = XJ =
9 Bg =Y -biX =
51 The regression equation (y = po + p¢* X): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

File Edit “iew Insert Format Tools Data  Window Help

= ar - - Calculate (y), the overall
average test score:

TTEST X o B =AVERAGE(CS C44)

A B C | D

1 Using Regression to explain and predict exam . — .

2 Simple Linear Regression C45 . averaQE(CS . C44)
Study Exam

3 Time Score

4 Student; X Yi ®i-%) iy XY ki-%)°

g 1 60 85 -48.85

B 2 45 80

7 3 50 83

g 4 75 90

g 5 120 78

42 38 180 80

43 39 200 84

44 40 210 100

45 \Averages: 1 ¢ =AVERRAGE(C5:C4 Totals:

47 B1 = 0 - X)Yi-Y) | Z(Xi - X7 = B

9 B =Y -biX =

51| The regression equation (y = po + p* x): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA




Calculating the coefficients of the regression line

Eilengdit Wiew Lnsern;’ F?:m Tools Dats  Window ﬂ;lp‘ Calculate (X| _w for the flrst
observation in the data set:

TTEST * X J & =B5-5B545
A B C
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2 Simple Linear Re
Study Exam

3 Time Score

4 | Student; Xi Yi *i-%) | iy K-R0i-Y) | X=X
s 1 [ e ] =BE-$B54.

B 2 45 80

7 3 50 83

B 4 75 90

9 5 120 78

42 38 180 80

43 39 200 84

44 40 210 100

45 Averages: 108.85 84.18 Totals:

47 B1 = 20X - X)(Yi - V) / 2% - X)* =
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All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

Fil= Edit %“ew Insert Format Tools Da
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All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

Eile Edit Yiew Insert Format Tools Data  Window  Help L 1
. L o e e Calculate_ (y,_ y) for the first
observation in the data set:
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B 2 45 80 -63.8
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All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line
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51 The regression equation (¥ = po + B1* X): |

e

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

:
e s over v e o 0 wes] CalCUlALE (X5 -X) (Y -7Y) for the first

=] V& - . .
observation in the data set:
TTEST + X o & =D5"ES
A B C %
1 Using Regression to explain and F5 — D5 E5
2 Simple Linebe—eegr —
Study Exam

3 Time Score

4| Student; Xi Vi i-%) | ity edeel) (=X
1 0 85 | -48.85] 083 (_ =DS'E5

B 2 45 80 6385  -4.18

7 3 50 83 -58.85 -1.18

B 4 75 90 -3385 583

9 5 120 78 1115 -6.18

42 38 180 80 7115  -4.18

43 39 200 84 91.15  -0.17

44 40 210 100 101.15 15.83

45 |Averages: 108.85 24.18 Totals:

47 B1 = Z(Xi - XNyi - V) 1 Z(xi - X)° =

49 Bo =y -biX =

51| The regression equation (y = o + p1* Xx): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

D o over e e o of COPY the formula in F5 down to F44 to

Jw - s 0| Calculate (X - X) (y; - ¥) for the

F5 - & =DE"ES . . .
i - remaining observations in the data set
1 Using Regression to exfrrammara PIedet S ATNT SLUTS TOTIT SOy urire
Simple Linear Regression
Study Exam

3 Time Score

4 Student; Xj Vi -3 Vi-Y) fx-00i-H\ -2
| 5 | 1 60 85 -48.85 0.83 -40.30
| 6 | 2 45 80 -63.85 -4.18 266.57
7| 3 50 83 -5885 -1.18 69.15
| 8 | 4 75 90 -33.85 5.83 -197.18
R 5 120 78 11.15 -6.18 -68.85
42 38 180 80 71.15 -4.18 -297.05
43 39 200 84 91.15 -0.17 -15.95

44 40 210 100 101.15 15.83 1600.70

45 Averages: 108.85 84.18 Totals: \/

47 B1= Z(xi = X)yi - V) / Z(Xi - X)” =

49 [30 = _y - bﬁ{ =

51 | The regression equation (¥ = o + p1* X): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

File Edit Yiew Insert Format Tools Data  Window H CaICUIate (X| —7)2 for the firSt
= VN - . .
observation in the data set:

TTEST ~ ¥ J & =D5DA
A B [

1 Using Regression to explain and prs GS :D5 ws D5
y Simple Linear b~
Study Exam

3 Time Score

4 Student; Xi i 063 (- 06-300i-Y) el
5 | 1 60 85 1.4885] 083 -40.30
B 2 45 80 -63.85 -4.18 266.57
7 3 50 83 -58.85 -1.18 69.15
8 4 75 90 -33.85 583 -197.18
9 5 120 78 11.15 -6.18 -68.85
42 38 180 80 7115  -4.18 -297.05
43 39 200 84 9115 -017 -15.95
14 40 210 100 10115 15.83 1600.70
45 | Averages: 108.85 84.18 Totals:

47 B1 = Z(Xi - X)Yi - V) / Z(Xi - X)? =

© Bo=y-biX =

51| The regression equation (¥ = py + B1* X): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

File Edit Yiew Insert Format  Tool

heEdan SAY & 2@-

Copy the formula in G5 down to G44 to

-« - » s/ calculate (x; - X)? for the remaining
G5 - £ =D5'D5 . .
~ & | observations In the data set
1 Using Regressiontq _ i
p Simple Linear Regression
Study Exam

3 Time Score

4 | Student; X i xi-x)  i-y)  Xi-X)i-Y/f (%-%)
5 | 1 60 85 -48.85 0.83 -40.30 2386.32
6 2 45 80 -63.85 -4.18 266.57 4076.82
7 3 50 83 -58.85 -1.18 69.15 3463.32
8 4 75 90 -33.85 5.83 -197.1 1145.82
9| 5 120 78 1115 -6.18 -68.85 124.323
42 38 180 80 7115  -4.18 -297.05\ | 5062.32
43| 39 200 84 91.15 -0.17 -15.95 8308.32

44 40 210 100 101.15 15.83 1600.70 W10231.34
45 Averages: 108.85 84.18 Totals: N
47 B1= Z(Xi - XNYi - V) / Z(Xi - X)* =

2 B =Y -bix =

51 The regression equation (y = gy + 4" x): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

Eilengdit Wiy lnserﬁtf/Q Fi':m Tonls Qai Yﬂinduw Calculate Z(XI _ i) (yl _ y)

AutoSum
TTEST + X & =5UM(F5:F44) F45_ :SUM(FS_ F44)
A B C D
1 Using Regression to explain and predict exam score from study time
Z Simple Linear Regression
Study Exam
3 Time Score
4| Student; Xj Yi xi-%) iy i-x)0i-Y) (X - X)°
5 1 60 85 4885 083 | -4030 | 2386.32
B 2 45 80 -63.85 -4.18 E 266.57 E 4076.82
7 3 50 83 -58.85 -1.18 E 69.15 E 3463.32
8 4 75 90 -33.85 583 E -197.18 E 1145.82
9 5 120 78 11.15 -6.18 E -68.85 E 124.323
42 38 180 80 7115  -4.18 E -297.05 E 5062.32
43 39 200 84 9115 -017 E -15.95 E 8308.32
14 40 210 100 10115 15.83 ! | 10231.3
45 |ﬁwerages: 108.85 84.18 Totals:
= - —3 o erl[numher2], .
47 | B1 = Z(Xi = XMYi -V} Z(Xi - X)" =
49 ﬁn = ? - bﬁ{ =

51| The regression equation (¥ = py + B1* X): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

E'Microsoft Excel - studytime

Eile Edit Yiew Insert Format Tools Data  Window Help L - N 2-
t Farmat Calculate X(x; - X)=:
= v ¥ o &
AutoSum
TTEST ¥ o A =5UMGE:G44) G45_ :SU M(G5_G44)
A B C D E
1 Using Regression to explain and predict exam score from study time
2 Simple Linear Regression
Study Exam
3 Time Score
4| Student; X Vi xi-%) -y | xi=XWi-Y) | xi-%
5 1 60 85 -48.85 0.83 -40.30 ? 2386.32?
B 2 45 80 -63.856 -4.18 266.57 E 4076.82 E
7 3 50 83 -58.85 -1.18 69.15 E 3463.32 E
B 4 75 90 -33.85 583 -197.18 E 1145.82 E
g 5 120 78 11.15 -6.18 -68.85 E 124.323 E
42 38 180 80 7115  -4.18 -297.05 E 5062.32 E
43 39 200 84 9115 -0.17 -15.95 E 8308.32 E
44 40 210 100 10115 15.83 1600.70 E 1 |
45 |Averages: 108.85 84.18 Totals: 14311.
a7 B1 = Z(Xi = X)(Yi - V) 1 Z(Xi - X)* =
9 Bo =y -biX =
51 The regression equation (y = po + B1* x): |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

Eile Edit Yiew Insert Format Tools Data  Window Help .
. L . " Calculate f3;:
TIEST v X o & =F45/G45 D47 :F45 / G45
A B C D
1 Using Regression to explain and predlict exam score from study time
2 Simple Linear Regression
Study Exam
3 Time Score
4 _ Student; X Vi (xi-%) | Wi-Y)  6-X0i-Y) | (%= %)
5 1 60 85 -48.85 0.83 -40.30 2386.32
B 2 45 80 -63.85 -4.18 266.57 4076.82
7 3 50 83 -58.85 -1.18 69.15 3463.32
g 4 75 90 -3385 583 -197.18 1145.82
3 5 120 78 1115 -6.18 -68.85 124.323
42 38 180 80 7115  -4.18 -297.05 5062.32
43 39 200 84 9115  -0.17 -15.95 8308.32
44 40 210 100 10115 15.83 1600.70 10231.3
'l ki

45 | Averages: 108.85 84.18 Totals: 14311.05 __]9_2_4_3_31_1‘5]
7|B1 = Z(xi - )i - V) | E(% — D) = =F45/G45
49 Bo =Y -bix =
51 The regression equation (y = By + p¢* x): | |

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
and copyright by Dr. Dan Brandon. Memphis TN USA



Calculating the coefficients of the regression line

File Edit Yew Insert Format Tools Data  Window Help CaICUIate BO:
= v | % o - = -
TTEST = X A =C45-[D47B4E) D49- :C45 - (D47 * B45)
A B C B] E F 5] F
1 Using Regression to explain and predict exam score from study time
2 Simple Linear Regression
Study Exam
3 Time Score
4 Student; X Vi =% | iy XY - %)
5 1 60 85 -48.85 0.83 -40.30 2386.32
B 2 45 80 -6385 -4.18 266.57 4076.82
7 3 50 83 -58.85 -1.18 69.15 3463.32
g 4 75 90 -33.85 583 -197.18 1145.82
9 5 120 78 11.15 -6.18 -68.85 124.323
12 38 180 80 7115 -4.18 -297.05 5062.32
43 39 200 84 9115 -0.17 -15.95 8308.32
14 40 210 100 101.15 15.83 1600.70 10231.3
ig Averages: 108.85 84.18 Totals: 1431105 1924831
7 Br = EZ0G - XNV -V 20 — X = 0.0743

9 B=y-bx= =C45-(D47"B45)
51 The regression equation (y = gy + B+* X):

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of and
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Calculating the coefficients of the regression line

Eile Edit WView Insert Format Tools Data  Window  Hely erte the regrESSion equation:
DeEdes8 &gRYV BB v @ =z

v el P FEFE D5 ¢ = 76.08 + .0743x

A B C
1 Using Regression to explain and predict exam score from study time
2 Simple Linear Regression

Study Exam
3 Time Score
4 Student; X Yi (i-%X) | (i-y)  i-R0i-Y) (- %7
5 1 60 85 -4885 0.83 -40.30 2386.32
B 2 45 80 -63.85 -4.18 266.57 4076.82
7 3 50 83 -5885 -1.18 69.15 3463.32
8 4 75 90 -33.85 583 -197.18 1145.82
9 5 120 78 1115 -6.18 -68.85 124.323
42 38 180 80 7115  -4.18 -297.05 5062.32
43 39 200 84 9115 -017 -15.95 8308.32
44 40 210 100 10115 15.83 1600.70  10231.3
45 Averages: 108.85 g84.18 Totals: 14311.05 1924831
47 PrEZ0G-XNYi -V Z(X — X)P = 0.0743
49 [30 = _y - bﬁ{ =

ﬂThe regression equation (y = pp + p¢* x

All material, both content and format contained herein including the slide notes but except for the textbook exhibits are the property of
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Measuring the Fit
of the Regression Model

m Regression models can be developed for any
variables X and Y

= How do we know that the model is actually
helpful in predicting Y based on X?

m Three measures of variability are
m SST — Total variability about the mean
m SSE — Variability about the regression line

®m SSR — Total variabllity that is explained by
the model




Fit of the Regression Model (con’t)

Sum of the squares total (actual minus average, Y bar is
overall average)

SST =) (Y -Y)
Sum of the squared error (actual minus model)
SSE=)e’=) (Y-Y)’

Sum of squares due to regression (model minus overall average)

SSR=) (Y -Y)’

An important relationship

SST =SSR + SSE



Coefficient of Determination

The proportion of the variability in'Y
explained by regression equation is called
the coefficient of determination

The coefficient of determination is r#
which Is between zero and 1

A smaller SSE/SST ratio yields a larger r?
, 9SSR SSE

1
SST SST

r



Coefficient of Determination

(con’t)
It Is @ measure of the
overall quality of the ,
regreSSion y=0.522!—01|?39 | |

r2 (or R2 takes on values

o

betweenOand 1;itis a
ratio of that portion of the
dependent variable’s
variation that is explained

an rate

=
o

change in inflati

by the fitted model

R2 is pearson’s r squared .

output g;p
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R? takes values between 0 E - !
and 1 (it is a percentage). %1“' R
= BO T : *
RZ=0.833 in our F ad e, "
Appleglo Example |2 | s e
1] 0.5 1 1.5 'y 2.5
Actvortising Exporsiitures $Milllons)

an
b
@
1%

10

(il

; i 5 1A 1% i s 0
1] ] [n] ] 20 5 - ]
X
-
RZ = 1: x values account for RZ = 0: x values account for

all variation in the ¥ values none variation in the Y values



Assumptions of the Regression Model

= If we make certain assumptions about the errors in a
regression model, we can perform statistical tests to
determine if the model is useful

Errors are independent

Errors are normally distributed
Errors have a mean of zero
Errors have a constant variance

m A plot of the residuals (errors) will often highlight any
glaring violations of the assumptions



Residual Plots

mA random plot of residuals

Error
o

This is the type of random pattern we want to see for a good linear model.



Residual Plots (con’t)

m Nonconstant error variance

Error
/
.{\
o




Non Linear Residual Plot
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Does the western conference NBA team with the
largest salary cap win more games?

Team Win % 03-04 Salary Cap
Timberwolves 70.7 72
Lakers 68.3 66
Spurs 69.5 47
Kings 67.1 70
Mavericks 63.4 79
Grizzlies 61.0 58
Rockets 54.9 52
Nuggets 52.4 36
Jazz 51.2 28
Trailblazers 50.0 84
Warriors 45.1 52
Supersonics 45.1 51
Suns 354 65
Clippers 34.1 38

How is the NBA salary cap determined ?



)
NBA Salary Cap &‘

This is the limit to the total amount of money that National Basketball
Association teams are allowed to pay their players

It is defined by the league's collective bargaining agreement (CBA),
and Is subject to a complex system of rules and exceptions and as
such is considered a "soft" cap

The actual amount of the salary cap varies on a year-to-year basis,
and is calculated as a percentage of the league's revenue from the
previous season

Like many professional sports leagues, the NBA has a salary cap to
control cost and foster team equality

The maximum amount of money a player can sign for is based on the
number of years that player has played and the total of the salary cap; for
example, the maximum salary of a player with 6 or fewer years of experience
is either $9,000,000 or 25% of the total salary cap (2013—-14: $14,670,000),
whichever is greater; however there are many types of “exceptions”

Copyright — Dan Brandon
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Salary Cap vs Win %

Western Conference 03-04 Data
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Analysis of Trendline

The prediction or “trendline” formula is:
= Wins =0.2618 * Salary + 39.948

= So for about every 10 million of salary cap,
the team will win 2.6% more games

The teams would win about 40% of their
games if the players played for free ???

63



Determination Coefficient Analysis

R2= 0.1259

= This is the measure of the overall quality of the
linear regression

m This value Is between 0 and 1

m Here it is closer to zero, so as to suggest that
there Is not a very good correlation between
salary and win%

64



Multiple Linear Regression

SLR only involves one independent variable

When there i1s more than one independent
variable, then the analysis becomes more
complicated

The concepts are the same, except we are
working in multi-dimensional space instead of
just two dimensions

mY =by+ b *X, + b*X, + ...+ b *X_
For our advertising example here, there may be

other factors influencing sales values in
addition to advertising expenditures




Multiple Independent Variables

ragion sales advertising promotions competitor's

zsales
selkirk 101.8 1.3 0.2 20410
susquehanna 444 0.7 0.2 30,80
Kittery 108.3 1.4 0.3 24 .60
Acton 85.1 0.5 0.4 18960
Finger Lakes 77 0.5 0.6 Z25.60
Berkshire 168.7 1.9 0.4 21.710
Central 180.4 1.2 1.0 6.80
Frovidencs= G4 .2 0.4 0.4 12.60
Mashua 746 0.5 0.5 31.20
Diunster 143.4 1.3 0.6 18.60
E ndicott 120.6 1.6 0.8 159.910
Five-Towns 6.7 1.0 0.3 25.60
Waldeboro 67.8 0.8 0.2 27410
Jackson 106.7 0.5 0.5 24 .30
Stowe 119.6 1.1 0.3 13.70

What are the independent and dependent variables ?

66



Minimize the Sum of the Residual Squares

67

Choosing the coefficients (b, ...b,) to
minimize the sum of the residual squares
gives us the prediction formula

The prediction formula here is:

= Sales = 65.705 + (48.979 * Advertising) +
(59.654 * Promotions) - (1.838 *

CompetitorSales)
sg’é
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Typical MLR Tool Output

Regressilion Stacilscics

rmltiple R 0.9213
E Sqguarsa 0.833]
Adjusted E Sqguars 0.787
Standard Error 17.600|
ohservations 15

Analyaig aof
Fariance

dr Sum of Maan F Significance
Sguares Sguare F

Regrezsion 2 1e987_.537 LE&e5.85 18.2850 o.000
Rezidual 11 3407 .473 200 .77
Total 14 20405.005

cCoafficients Standard C = Lower Upper

Error STaciscic wvalus o5& o5%

Intercapt &S .71 Z27.73 Z2.37| 0.0323 .67 I1Z6.T7T3
Adveartising 48 498 lo.66 4 _ 60| 0.000]| 25.62 T2 .44
Framotions Lo .65 23.63 253 | 0.024% T.66 111.65
Compestitors -1.84 0.B1 -2.26 | 0.040| -3.63 -0.047
Sales



http://www.google.com/url?sa=i&rct=j&q=marketing&source=images&cd=&cad=rja&docid=c15bWp5G6RZeVM&tbnid=KawS2tSVkJ9-fM:&ved=0CAUQjRw&url=http://www.salestraininganddevelopment.com/marketing-and-sales.html&ei=dHkeUoakFKaF2gXo9oGABw&bvm=bv.51156542,d.b2I&psig=AFQjCNE0EEx3oBjsEmCglClGqxOdmunQsQ&ust=1377815217308127

Typical MLR Tool Output (con’t)

b, = 65.705 (its interpretation is context dependent .

b, = 48.979 (an additional $1 million in advertising is
expected to result in an additional $49 million in sales)

b, = 59.654 (an additional $1 million in promotions is
expected to result in an additional $60 million in sales)

b, =-1.838 (an increase of $1 million in competitor sales
is expected to decrease sales by $1.8 million)



http://www.google.com/url?sa=i&rct=j&q=marketing&source=images&cd=&cad=rja&docid=HlMA_k-T0x2DIM&tbnid=330KaS62GULj4M:&ved=0CAUQjRw&url=http://thecampuscareercoach.com/2013/03/15/what-is-the-right-career-path-for-someone-majoring-in-marketing/&ei=RXkeUqKSHqW-2QX7uIFY&bvm=bv.51156542,d.b2I&psig=AFQjCNE0EEx3oBjsEmCglClGqxOdmunQsQ&ust=1377815217308127

Adjusted R Squared

The formula for R squared is:
= R? = 1 — (variation not accounted for/total variation)
mR2=1- (Sserror/SStotal)

The Adjusted R Squared adjusts for the degrees of
freedom in the model, and penalizes an unnecessarily
complex model (too many independent variables)

The formula is
maRe=1- (Sserror/ CIferror)/ (SStotaI/ dftotal)
= Where df,,,, IS the degree of freedom [n-1-k]
= And df,, Is total degrees of freedom [n-1]

70



Testing the Model for Significance

When the sample size is too
small, you can get good
values for MSE and r? even if
there is no relationship
between the variables

Testing the model for
significance helps determine
If the values are meaningful

We do this by performing a
statistical hypothesis test




Testing the Model for Significance
(con’t)

The overall significance is checked by performing an F-

test, with the null hypothesis being that all the slopes
are zero

= When F is large then the significance is small and
the overall model is good

We can also do a hypothesis test for each slope
(variable) using a t-test

= When the p-value is small, then there is a strong
relationship for that variable

For simple linear regression, the F test and t-test give
the same results

Copyright — Dan Brandon



Testing the Model for Significance (con’t)

The F statistic is based on the MSE and MSR

vor= SR

where
k = number of independent variables in the model

m The F statistic is
- _ MSR
MSE

®  This describes an F distribution with
degrees of freedom for the numerator = df, = k
degrees of freedom for the denominator = df, =n—-k -1



Testing the Model for Significance (con’t)

Regression SCtacilsctcics

rMmiltiple R 0.913

F Sqguara 0.833]

Adjusted E Sqguars 0.787

Standard Error 17.600|

Obhservatlions 15

Analyaig aof

Variance

dr Sum of Maan F Significance
Sguares Sguare F

Regrezsion 2 1e987_.537 LE&e5.85 18.2850 0.000 ¢eee——
Rezidual 11 3407 .473 200 .77

Total 14 20405.005

cCoafficients Standard C = Lower Upper
Error STaciscic wvalus o5& o5%

Intercapt 6. 71 Z27.73 Z2.37| 0.0323 .67 I1Z6.T7T3
Adveartising 48 98 lo.66 4 _ 60| 0.000]| 25.62 T2 .44
Freomotions La.ehb 23.63 2.53 | 0.024 T.66 111.65
Compestitors -1.84 0.B1 -2.26 | 0.040| -3.63 -0.047
Sales
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Testing the Model for Significance
(con’t)

Looking at the coefficients (slopes), can
we tell which independent variables are
the most influential ?

Regresslon Statidstilcoc=

rultiple R 0.913
E Squars | ﬁ-BBEI
Sdlustaed RO OSouaar s O.7Fa7T
Standard Error | 17 -.a&a00]
Ohsarvatlons 15

Snalyyxaig of
Farianocs

G5 Sum o Moo F Significanaca
Sg:uares Sg’uare F

Fegr===sioacmn = 15957 537 ECesS5S .85 185 ._.250 O o000
Fe=zidual 11 2407 .4732 Foo _ T7F
T=tal 14 20405 005

Coaffici ence Sroandard C 27— LoeesT FpeeT

Error SCarcistcic valus o5 o5 %

Intercept &5 .71 27 .72 =237 oO.o0=x=2 3. 57 1ZES5 .73
Advertising 45 _ 93 1a.66 4 . &0 a.gooo =5.52 T2 -44
Fromotions Lo = R 2252 =2 .53 a.az4 T.EE 111 .55
Compastitor's -1.84 .21 -—ZE.28 a.a40 -2 .52 -0 . 047
Salas
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Multicollinearity

Multicollinearity is a statistical phenomenon in which
two or more predictor variables in a multiple
regression model are highly correlated

In this situation the coefficient estimates may change
erratically in response to small changes in the model
or the data

Multicollinearity does not reduce the predictive power
or reliability of the model as a whole — the overall F
test is still valid

It only affects calculations regarding individual
predictors (independent variables)

Copyright — Dan Brandon



Singularity

Singularity is the extreme form of
multicollinearity - when a near perfect linear
relationship exists between variables

Such absolute multicollinearity could arise
when independent variables are linearly related
In their definition

A simple example: two variables "height in
centimeters" and "height in inches" are
iIncluded in the regression model

Copyright — Dan Brandon


http://www.statistics.com/resources/glossary/m/mcollin.php

Matrix Solution of MLR

78

To perform MLR, a matrix formulation and
solution is normally used
b=(X'X)1X'y
= where X is a matrix of the data values for the
iIndependent variables, y is a vector of the values
of the dependent variable, b is the solution vector

(weighting parameters) -1 denotes the matrix
Inverse, and ' denotes the transpose of the matrix.

Numerically it is not efficient for large models to
directly calculate matrix inverses, so other numerical
techniques are used such as Gauss Householder,
etc.

"Sparse Matrix” techniques are also used for large
regression problems



MLR 1n Excel

Install the “Analysis ToolPak” if not already

Installed

= Excel 2003: Tools...Add-ins...Analysis
ToolPak

= Excel 2007/2010+: Office Button (File in
2010)...Excel Options...Add-ins...Analysis
ToolPak

Enter dependent and independent variable
data (see next slide)

Tools...Data Analysis...Regression
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Study Time Model Using Excel

StudyTimexls - Microsoft Excel - -|El j
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Regression 1n Excel (con’t)
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Coefficients: Intercept & Slope
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Regression 1n Excel (con’t)
[F and p-value are the same for SLR]
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Dimensions of Regression
Coefficients

"he units of the intercept are the same units as
the dependent variable

The units of the coefficients for the independent
variables are the dependent variable units
divided by the independent variable units

For example in the relationship between house
price in dollars (dependent variable) and house
sguare footage (independent variable):

= The intercept is in dollars
= The slope is in dollars per square foot




For our example here of study time (in
minutes) versus exam score (in %):

m What are the units of the intercept ?
m What are the units of the slope ?



http://www.google.com/url?sa=i&rct=j&q=exam&source=images&cd=&cad=rja&docid=c5y2zLFJviPLOM&tbnid=cR3V4P88rUX3hM:&ved=0CAUQjRw&url=http://interhacker.wordpress.com/2013/01/08/the-arabic-exam/&ei=v4LcUbP6PIW28wSvqIDIDA&bvm=bv.48705608,d.aWM&psig=AFQjCNG1NERqA6oIIK02DhE4hFpmU9bK-w&ust=1373492263021457

Wait....

Don’t look ahead, until
you have your answer !



For our example here of study time (in
minutes) versus exam score (points):

= Units of the intercept - points
= Units of the slope - points/min
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Using The Regression Equation For

Prediction

If you wanted to predict what your exam
score would be if you studied for 90 minutes:

= 76.072 + .0743(90)
J= 827

You can expect to get an 82.7% on the exam
If you study for 90 minutes

The regression equation Is supposed to

Im
va
va

orove our ability to predict an outcome
ue (exam score) because we know the

ue of the related variable (study time)



MLR 1n Excel - Sales Data Set

A Microsoft Excel - mirl.xls

g @ File Edit Wew Inserk Formak Tools  Daka
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Regression

Fd Microsoft Excel - mirl.xls
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labels box.



Options

Residuals Is the difference between the
observed value and the fitted value

Standardized residuals are scaled to be invariant
to the scale of the independent variable; for a
_qooddfit (no “outliers”) they should all be between
3 and -3

Residual plots allow one to visually check the fit
and see If they are random or have some
pattern; if not random then the MLR model is not
appropriate

The Normal Probability Plot is used to check the

normality assumption of the error term; there should be
an even spread of data on either side of the 50% mark
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Excel Output
[F and p-values are different for MLR]
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Residual Plots
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Pizza Sales — \What Is the
regression formula ?

A B C |
1 PizzaStore CampusSize Sales
2 1 2 28
3 2 o] 105
4 3 8 88
g 4 8 118
6 5 12 117
7 G 16 137
8 7 20 157
g 8 20 169
10 9 22 149
11 10 26 202
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Wait....

Don’t look ahead, until
you have your answer !



A1 8 [ ¢ [ 0 [ € [ F [ 6 [ A [ 1T [ J |

1 Pizzastore CampusSize  Sales
21 2 58
3 2 6 105
4 3 8 88

5. 4 8 18 oua Anays ===
— | Data Analysis
6 5 12 117 _ -

7 6 16 137 Analysis Tools
3_ 7 20 157 1 Fourier Analysis - E
BN ] Histogram -Car'lcd

9 8 20 169 Moving Average -
| 1 Random Mumber Generation
ﬂ 9 22 149 | Rank and Percentile
11 10 26 202
I 1 Sampling
E t-Test: Paired Two Sample for Means

13 t-Test: Two-Sample Assuming Equal Variances
E t-Test: Two-Sample Assuming Unequal Variances &7
15
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A B ) E F G H K
1 PizzaStore CampusSize ' Sales E
2] 1 2 58 ;
3 2 6 105 ! Regression
4| 3 8 88 Input
i 4 8 118 E Input ¥ Range: | ECE1:60% E
5| 5 12 17 1 |
7| 6 16 137 Ut Ranee st 511
8 7 20 157 E Labels [ Constant is Zero
9 8 20 169 E Confidence Level: o
0 9 2 149 | |
1 10 26 202_ 1 Output aptions
E ““““ () Qutput Range: |
13 i@ MNew Worksheet Ply: |
1 () New Workbook
15 Residuals
1b Residuals Residual Plots
17 Standardized Residuals [T Line Fit Plots
18 Mormal Probability
19 Mormal Probability Plots
20
21 L

N
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A B C D E F G H K L M N 0
1 SUMMARY OUTPUT
2
3 Regression Stalistics
4 Multiple R 0.950122955
5 R Square 0.90273363
6 Adjusted R Square 0.890575334
7 Standard Error 13.82931669 CampusSize Residual Plot
8 Observations 10
g 20 ¢t +
10 ANOVA 5 N M
1 of 55 MS F Significance F i ¢ 5 410 15 W x 30
12 Regression 1 14200 14200 74.24836601 2. 54B87E-05 g-20 +
13 Residual 8 1530 191.25 0
14 Total 9 15730 CampusSize
15
16 Coefficients  Standard Emor  { Stal P-value Lower 95% Upper 95% ower 95.0%/oper 95.0%
17 Intercept 60 922603481 6503336 0.000187444 3872472558 B1.27527 3872473 8127521
18 CampusSize 5 0580265238 8616749 2 54B87E-05 3661905962 6.338094 3661906 6.3380%
19
20 Y(sales) = 60 + 5*X(size)
21
22 RESIDUAL OUTPUT PROBABILITY QUTPUT
23 e
24 Obsewvalion Predicted Sales  Residuals  dard Residuals Percentile Sales Normal Probabil IW Plot
25 1 10 12 -0.92036 5 58 100
26 2 90 15 1.150447 15 i .
i 3 100 42 -0.92036 25 105 2 200 +
2% 4 100 18 1380837 ¥ AT N A A v
29 5 120 -3 -0.23009 45 118 0 ' ' ' ' '
30 6 140 3 023008 B 137 oo 4 s 8 10
E 7 160 -3 -0.23009 65 149 Sample Percentile
32 8 160 9 0690268 75 157
33 9 170 21 161063 85 169
H 10 190 12 0920358 95 202
35
*
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Excel Intercept and Slope Functions

c14 M J‘; =INTERCEPT(C2:C11,B2:B11) _

A B C D E F
1 | PizzaStore CampusSize Sales
2 1 2 58
3 2 G 105
4 3 8 88
5 4 8 118
6 5} 12 117
7 6 16 137
8 7 20 157
9 8 20 169
10 9 22 149
11 10 26 202
12
13
14 Intercept En[]_l
12 Slope 5
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Using QM
need to go mto “forecasting”

Ip
1 Time Series Analysis

3 Regression Projector Instruction

4 Error Analysis Select FILE from the menu bar and eitl aNEW file or OPEN an already

& Print Screen

Users\Owner\AppData\..\Coffee.bre
Users\Owner\..\Question 1-15.bre

2:02 PM

o [mp W
=R vy
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Using QM (con’t)

ICreate data set for Forer

Mumber of Obszervations Bow names Column names Owerview

o s
+ Observation 1, Observation 2, Observation 3....

Mumnber of Independent ¥ anables " abocode .
" A& B.C.DE, ..
ﬂ 01,2345 ..
" January, February, March, &prl., ...
Clhick here ta set start month J

" Other
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Using QM (con’t)

& QM for Windows - [Data Table]

File Edit Wiew Module Format Teools Window Help

D& e @ 5 5 v o Ees 0 -3 5oy
JJ.-'l‘-.riaI - 82- | B 7 U === .00

e .
— Instruction

Enter the walue of obzervation 10 for campuzzize. Any real value iz permizzible.

Sales CampusSize
Ob=ervation 1 S8 2
Observation 2 105 [
Ob=ervation 3 28 ]
Observation 4 11& &
Ob=ervation 5 117 12
Observation & 137 16
Ob=ervation 7 157 20
Observation & 169 20
Ob=ervation 9 145 22
Observation 10 202 25
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Using QM (con’t)

ﬂ‘.j‘j'_' Forecasting Results

Mea=zure Value

Error Measures

Bias (Mean Error} 0
MAD (Mean Absolute Deviation} 10.8
MSE (Mean Sguared Error} 153
Standard Error (denom=n-2=3) 13,825
MAPE (Mean Abscolute Percent Error) 00

Regre=s=ion line

Statistics

Correlation coefficient 95

) | (S
+ 5 * CampusSize
)

Coefficient of determination (r*2} B03
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Using QM (con’t)

QM for Windows

File Edit View Meodule Format Ioolslwindow Help

] En§|ﬂ ﬁ|ﬁ| nog Cascade |@| Edit Dats.

Aial - opa.| T 00 5 | @ gEEA - B
Instruction Edit Data
There are mare results available in additional winc 0w option in the Main Menu.
1 Forecasting Results
2 Details and Error Analysic
o Forscating R B
4 Sum of Squares Computations Pizza Sales Summary
Measure 5 Graph
Error Measures
Bias (Mean Error) ]
MAD (Mean Absolute Deviation) 108
MSE (Mean Squared Error} 153
Standard Error (denom=n-2=8) 13.829
MAPE (Mean Absolute Percent Error) 096
Regression line
Sales = 60
+5* CampusSize
Statistics
Correlation coefficient 95
Coefficient of determination (r*2) 903

I’-:I: Su... @Tf’; Gra..

IFmEn:aslmg/Leasl Squares - Simple and Mulliple Regression Isclution Screen Render/Stair'Hanna's Quant Analysis for Mat text

H%‘;Moﬂule ‘ B Print Ser=en | Az

file | e | 3 save s: Excal file | @ Saveas HTML
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Using QM (con’t)

4 QM for Windows

JJE”E Edit View Module Format Tocls Window Help

DeE8Be# B o6l v -5 Eas 0)mooms]
| e - 8% B I U|=== 0 -fo00, DA D
= Ingtruction

There are more results available in additional windows. These may be opened by uzing the WINDOW aption in the b ain Meu.

@:‘ Forecasting Results

Pizza Sales Summary

Measure Value

Error Measures

Bias (Mean Error) o

MAD (Mean Absolute Deviation) 10.8

MSE (Mean Squared Error) 153

Standard Error (denom=n-2=8) 13.829

MAPE (Mean Absolute Percent Error) R

Regression line

Sales = 60 <& Output Table 23

E;;i;:i:casmpus&ze Pizza Sales Solution

Correlation coefficient i Lopizies S

Freedom

Coefficient of determination (r*2}
SSR (Sum of squares due to regression) 14200 1 14200
S5E (Sum of the squared error) 1530 ] 191.25
SET (Sum of the sguares total) 15730 9
F statistic 74248
Probability o
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Binary or Dummy Variables

m Binary (or dummy or indicator) variables
are special variables created for qualitative
data (nominal or ordinal)

= A dummy variable is assigned a value of 1
If a particular condition is met and a value
of O otherwise

= The number of dummy variables must
equal one less than the number of
categories of the qualitative variable




Realty Example

= In a model for house values, a regression model may have
independent variables for square footage (X;) and number of
bedrooms (X,)

= A better model could possibly be developed if information about
the condition of the property was included:

X; =1if house is in excellent condition
= 0 otherwise

X, = 1if house is in mint condition
= 0 otherwise

m Two dummy variables can be used to describe the three
categories of condition (good, excellent, mint)

= No variable is needed for “good” condition since if both X; and X,
= 0, the house must be in good condition



Transformation of Data

114

Some non-linear data may be
transformed into related linear data by

applying a function to one or more
Independent variables:

= Log function S ) = o) + Loyl

y >’ “* Loy, (x)

= Square root
= Power function
= Exponential




Transformation Example

@ Engineers want to use regression analysis to improve fuel

efficiency

®m They have been asked to study the impact of weight on miles
per gallon (MPG)

12
13
15
18
19
19

WEIGHT

(1,000 LBS.)
4.58

4.66
4.02
2.53
3.09
3.11

20
23
24
33
36
42

WEIGHT
(1,000 LBS.)

3.18
2.68
2.65
1.70
1.95
1.92




Transformation Example (con’t)

45 |
Linear model

as | . Y =b, +b,X,

1.00 2.00 3.00 4.00 5.00
Weight (1,000 Ib.)



Transformation Example (con’t)

N Bodl el D i E F |G i HE [ L g et
1 |Automobile Weight vs. MPG  SUMMARY OUTPUT

2
3 | MPG (Y) Weight (X1) Regression Stafistics

4| 12 | 458 | Multiple R~ 0.8629

5| 13 | 466 | R Square 0.7446

6| 15 | 402 | Adjusted R Sc 0.7190

] 18 | 253 | Standard Errot ~~ 5.0076

8 19 3.09 Observations 12

e 19 | 3 |

10, 20 318 ANOVA

1| 23 268 df 8§ MS F Significance F

(2] 24 | 265 | |Regression 1 730.9090 730.9090 29.1480| 0.0003

3] 33 | 170 | Residual ‘ 10)  250.7577  25.0758

4 36 | 195 | Total 11 981.6667

5 2 | 1% |

16| _ _ Coefficients Standard Errif Stat P-value  |Lower 95% Upper 95% Lower 95.C Upper 95.0%
17| _ Intercept 47.6193 48132  9.8936] 0.0000/ 368950 58.3437 36.5950 58.3437
18 | _ _ Weight -3.2460 1.5273] -5.3989  0.0003| -11.6491 48428 -11.6491 -4.8428

m A useful model with a small F-test for
significance and a good r? value



Transformation Example (con’t)

What is a more likely relationship between
MPG and weight ?

Between the power needed to move an
object of some weight ?

Need force to accelerate an object (F=MA)
and need force to overcome friction (F=Mg)

MNormal
FFFFF

ooooooo
Gravity

Copyright — Dan Brandon


http://www.google.com/url?sa=i&rct=j&q=force+and+motion&source=images&cd=&cad=rja&docid=ein80WUsyecrMM&tbnid=gOBm0uZK8H_xBM:&ved=0CAUQjRw&url=http://ffden-2.phys.uaf.edu/211_fall2002.web.dir/ben_townsend/staticandkineticfriction.htm&ei=iX8eUpn3EYKs2QXzhoGQAw&bvm=bv.51156542,d.aWM&psig=AFQjCNEIkuZsXygVaqdKz2B-fuwMgpgcoA&ust=1377816827202957

Transformation Example (con’t)

Quadratic relationship
e MPG =b, +b,(weight) +b, (weight)?

1.00 2.00 3.00 4.00 5.00
Weight (1,000 Ib.)



Transformation Example (con’t)

= The nonlinear model is a quadratic model

m The easiest way to work with this model is to
develop a new variable

X, = (weight)?

m This gives us a model that can be solved with
linear regression software

Y =b, +b, X, +b,X,



Transformation Example (con’t)

i A B i & o Ei| F i Ho I | J | B = |
1 |Automobile Weight vs. MPG SUNMMARY OUTPUT

2
3 _MPG (Y) Weight (X1) WeightSq. (X2) Regression Stafistics

4 12 4.58 20.98 Multiple R 0.9208 2

5 13 4.66 21.72 RSqF:Jare_ | 0.8478 Y — 79,8 — 30,2X + 3,4X
Bl 15 | 4.02 16.16 Adjusted R S¢  0.8140 1 2
B 18 | 2583 6.40 Standard Erro. 4.0745
8 19  3.09 9.55 Observations 12
39 19 | 341 | 9.67
10 20 | 318 10.11 ANOVA

1 23 268 7.18 df SS MS F Significance F
| iZ 24 | 265 | 7.02 Regression 2| 832.2557 416.1278 25.0661  0.0002

13 33 | 1o | 2.89 'Residual | 9 149.4110 16.6012

14 36 @ 19 3.80 Total 11, 981.6667

15 42 @ 192 369

16 Coefficient Standard Ent Stat P-value |Lower 95% Upper 95% Lower 95.0 Upper 95.0%
L Intercept | 79.7888 13.5962  5.8685  0.0002 49.0321 1105454 49.0321 110.5454
18 _ | Weight | -30.2224 6.9809 -3.3652] 0.0083 -50.5386/ -9.9061 -50.5386  -9.9061
19 Weight2 3.4124 13811 24708  0.0355  0.2881 6.5367  0.2881 6.5367

® A better model with a smaller F-test for significance and
a larger adjusted r? value



Stepwise MLR

Brings variables into
the regression one at a
time to determine
which variables have
the most impact and
which variables are
really necessary

Uses adjusted R
sguared to judge
“improvement”

Can also investigate
variable relationships

122

@rsﬂw Model Enhancemer<

Start: Constant term only, no

variable terms yet
Sufficient?
Ne
A Yes Delete insignificant —;
*—
Stage | : test variable terms
Linear terms

Model selected; done. |
Mecessary
Yes
No

Stage i : test

Cross-product terms

Mooy

“0'

Cross-product terms
added

h 4
| Linear terms added l'_’

>

Stage Il : test

Higher order

_—
Univariate 2, 39, 4™ order terms Yor terms added
-

Re-fit Model & Re-test All Terms




Regression Pitfalls

If the assumptions are not met, the statistical test may not be valid
Correlation does not necessarily mean causation

Multicollinearity makes interpreting coefficients problematic, but the
model may still be good

Using a regression model beyond the range of X is questionable,
the relationship may not hold outside the sample data

A linear relationship may not be the best relationship, even if the F-
test returns an acceptable value

A nonlinear relationship can exist even if a linear relationship does
not

Just because a relationship is statistically significant doesn't mean it
has any practical value




References

® Data Analysis Using Regression and
Multilevel/Hierarchical Models by Andrew
Gelman and Jennifer Hill

®m Applied Regression Analysis and Generalized
Linear Models by John Fox

B Regression Analysis by Example (Wiley
Series in Probability and Statistics) by
Samprit Chatterjee and Ali S. Hadi

124


http://www.amazon.com/Analysis-Regression-Multilevel-Hierarchical-Models/dp/052168689X/ref=sr_1_4?ie=UTF8&s=books&qid=1268528248&sr=1-4
http://www.amazon.com/Andrew-Gelman/e/B001IGUSKM/ref=sr_ntt_srch_lnk_3?_encoding=UTF8&qid=1268528248&sr=1-4
http://www.amazon.com/Jennifer-Hill/e/B001IGQTM8/ref=sr_ntt_srch_lnk_3?_encoding=UTF8&qid=1268528248&sr=1-4
http://www.amazon.com/Applied-Regression-Analysis-Generalized-Linear/dp/0761930426/ref=sr_1_9?ie=UTF8&s=books&qid=1268528248&sr=1-9
http://www.amazon.com/John-Fox/e/B001HD1UKI/ref=sr_ntt_srch_lnk_8?_encoding=UTF8&qid=1268528248&sr=1-9
http://www.amazon.com/Regression-Analysis-Example-Probability-Statistics/dp/0471746967/ref=sr_1_12?ie=UTF8&s=books&qid=1268528248&sr=1-12
http://www.amazon.com/Samprit-Chatterjee/e/B001IQW76K/ref=sr_ntt_srch_lnk_11?_encoding=UTF8&qid=1268528248&sr=1-12

Homework

Textbook Chapter 4
Quiz on these slides and Chapter 4

Questions to be answered: 1, 2, 3, 5
from Chapter 4

Project Two -
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| =N Rz =B Project 2

Betty Byte lives in a 4br/2.5ba 2900 sq ft house
on .6 acres

She has obtained recent sales data on
comparable houses in her subdivision (shown

on the next slide)

She is considering adding another bath to her
house which would be 300 sq ft

What is the most she should spend on adding
that extra bath ?
= Use MLR to find the relevant value formula and

how much adding one bath at 300 sq ft to her
house would increase the value of her house
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Project (con’t)

Value  Acres Sq Ft BRs Baths

253000 0.5 3000 3 z
310000 0.k 3400 4 3.5
Zb0000 0.4 3100 3 25
340000 0.7 Ja00 9 2.5
320000 0.3 3200 4 3
305000 0.55 3300 9 25
Zas000 0.b5 2300 4 25
Z2faiao 0.45 3200 4 25
325000 0.75 3300 4 3
315000 0.5 3b00 a 3
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Regression Derivation
[Khan Academy Videos for Detailed Derivation]

/I\
/I\
/I\

/I\



http://www.khanacademy.org/video/squared-error-of-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-1--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof-part-2-minimizing-squared-error-to-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-3--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/proof--part-4--minimizing-squared-error-to-regression-line?playlist=Statistics
http://www.khanacademy.org/video/regression-line-example?playlist=Statistics
http://www.khanacademy.org/video/r-squared-or-coefficient-of-determination?playlist=Statistics
http://www.khanacademy.org/video/second-regression-example?playlist=Statistics
http://www.khanacademy.org/video/calculating-r-squared?playlist=Statistics
http://www.khanacademy.org/video/covariance-and-the-regression-line?playlist=Statistics

